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Identifying the factors that influence taxi demand is very important 
for understanding where and when people use taxis. A large set of 
GPS data from New York City taxis is used along with demographic, 
socioeconomic, and employment data to identify the factors that drive 
taxi demand. A technique was developed to measure and map transit 
accessibility on the basis of transit access time (TAT) to understand 
the relationship between taxi use and transit service. The taxi data 
were categorized by pickups and drop-offs at different times of day. 
A multiple linear regression model was estimated for each hour of the 
day to model pickups and another to model drop-offs. Six important 
explanatory variables that influence taxi trips were identified: popu-
lation, education, age, income, TAT, and employment. The influence 
of these factors on taxi pickups and drop-offs changed at different 
times of the day. The number of jobs in each industry sector was an 
indication of the types of economic activities occurring at a location, 
and in some sectors the number of jobs were strongly associated with 
taxi use. This study demonstrates the temporal and spatial variation 
of taxi demand and shows how transit accessibility and other factors 
affect it.

Taxis in New York City carry 172 million trips annually (11% of 
all travel) this fact makes the cabs an important transport mode in 
the city (1). All New York City taxis are regulated by the Taxi and 
Limousine Commission, which issues medallions and sets fare 
rules although cab drivers choose where to circulate to pick up 
passengers. For effective planning and management of the taxi 
fleet, understanding what factors drive taxi demand, how taxi 
use is related to the availability of public transit, and how these 
patterns vary over space and time is necessary. A trip generation 
model that relates taxi demand to the observable characteristics 
of a neighborhood (e.g., demographics, employment, and transit 
accessibility) is useful for planners and policy makers to manage 
taxi services effectively.

Trip generation models are used to predict the total number 
of trips that originate or terminate in a transportation analysis 
zone (TAZ), and this process constitutes the first step of a travel 
demand forecast (2, 3). These models relate the total number of 

trips produced in a TAZ to a variety of factors related to the TAZ 
and transportation modes available (2, 4–6):

•	 Level of service (LOS) of the mode,
•	 Accessibility of the mode,
•	 Demographics of the TAZ (e.g., population and race),
•	 Socioeconomics of the TAZ (e.g., income and education),
•	 Other characteristics of the TAZ (e.g., land area), and
•	 Land use in the TAZ.

Three methods are commonly used to model trip production: the 
rate method (7), cross classification (2, 5), and regression (3, 8). The 
rate method is used for traffic impact analysis on nonresidential trip 
generation, which does not consider characteristics such as house-
hold size, income, and auto ownership. A cross-classification model 
cross tabulates average trip-making rates with two or more variables, 
revealing important factors without assuming that the relationship 
between demands and explanatory variables follows a specific func-
tional form or that there is independence between these factors. The 
regression method produces a maximum likelihood estimate for 
the coefficient of each explanatory variable in a model that implies 
a functional relationship between the explanatory variables and the 
dependent variable.

Regression is a widely used statistical method for exploring the 
relationship between response variables and explanatory variables 
with various approaches for validating the model. If enough infor-
mation is available, trip generation based on regression models 
can be very useful to forecast travel demands in each TAZ of an 
urban transportation system (2, 3). A large data set with sufficiently 
detailed information about travel and TAZ characteristics is nec-
essary to model trip generation across a large geographic area by 
using regression.

In this study, taxi trip information from 10 months of complete 
GPS data is related with transit information in New York City. 
These spatially and temporally classified data are the response vari-
ables to be modeled. Possible explanatory variables that relate to 
taxi demand include aggregate data at the level of census tracts, 
including population, household income, education, total employ-
ment, and types of jobs. Other factors that potentially influence 
taxi demand include the LOS and the accessibility of transit at each 
TAZ, but these require that detailed transit schedule information be 
cleaned and compiled before inclusion in the model (2, 3). Detailed 
taxi and transit data that have spatial and temporal components 
allow for investigation of how the factors that drive taxi use change 
at different times of the day.

This paper is organized as follows. First, the literature on fac-
tors that have been found to influence trip generation is reviewed, 
followed by a section on data that provides a description of the 
taxi GPS data and the explanatory variables in this study. Then 
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a novel technique to calculate transit accessibility and a multiple 
linear regression model to identify influential factors are described. 
The model results are presented following the methodology, and 
conclusions are discussed.

Literature review

There are few studies using large taxi GPS data sets to model taxi trip 
generation. Schaller presents an analysis of the number of taxicabs 
in 118 U.S. cities using multiple linear regression models (6). The 
factors influencing the size of a city’s taxi fleet include population, 
employment, use of complements to taxi cabs (e.g., transit), cost of 
taxis, and taxi service quality. However, the model predicts the quan-
tity of taxi cabs instead of the number of taxi trips generated. The 
number of workers commuting by subway, the number of households 
with no vehicles available, and the number of airport taxi trips have 
significant explanatory power for the number of cabs in operation. 
Mousavi et al. stated that household structure, age, gender, marital 
status, income, employment, car ownership, population density, and 
distance to transit are the most influential variables on trip generation 
for all modes (8).

Taxi demand may be closely related to transit accessibility in New 
York City because taxis and transit both provide transportation service 
to the public. The factors that influence transit use may also have an 
effect on taxi trip generation, but the tendency to choose transit versus 
taxi may also be affected by the accessibility of transit near trip origins 
and destinations. For that reason, factors related to transit and vehicle 
modal split could be included in models for taxi demand. Racca and 
Ratledge present a comprehensive list of possible factors that are used 
for mode choice modeling, including transit LOS, accessibility, land 
use, demographics, and trip characteristics (4). That study shows that 
high transit service is focused at locations with high employment 
and population densities in the city of Wilmington, Delaware. The 
analysis of mode split versus mean age and time of day indicates that 
these variables affect the modes that people choose, and this means 
that they may also relate to taxi trip generation. Corpuz shows that 
socioeconomic characteristics and time of day have influenced peo-
ple’s choices between private vehicles and public transportation (9). 
Workers and households with higher incomes are more likely to use 
cars over public transit in that time-of-day analysis. The train and the 
bus are more likely to be chosen during morning and late afternoon 
peaks because people want to avoid the time and the cost of driving 
in congestion (9).

Characteristics of the trip (e.g., travel purpose) and characteristics 
of the traveler (e.g., age) have been identified as influential factors 
affecting the trips generated by different travel modes (2, 5, 9, 10). 
Trips to residential areas and nonresidential areas (11) and trips for 
business and nonbusiness purposes (2) are analyzed separately in 
most studies. A number of studies have been conducted concern-
ing the generation of airport trips (10) and travel to schools (3, 12). 
Researchers have also studied trips generated by elderly people 
because their needs and behavior have some distinct differences 
from those of other population groups (10, 13).

Without detailed information about the taxi trip purpose or the 
characteristics of the specific person making each trip, the methods 
in this paper make use of the characteristics of the places where taxi 
trips start and end to gain insights into the demographic and land 
use factors that are most associated with taxi trip making. This paper 
focuses on the characteristics of the people who live and work in 
these places to develop models for taxi trip generation.

Data

Trip generation models require comprehensive sets of data for 
explanatory variables to identify the most influential factors on 
taxi trip generation. The database of taxi trips has complete infor-
mation on 147 million taxi trips made between February 1, 2010, 
and November 28, 2010, including temporal and spatial informa-
tion acquired by GPS (taxi pickup and drop-off date, time, and 
location), fare (including tolls, tip, and total fare paid), and dis-
tance traveled. The taxi data for pickup and drop-off locations are 
aggregated by hour of the day in a manner similar to the way that 
taxis were used as traffic probes by time of day in Yazici et al. (14). 
The distribution of pickups (origins) and drop-offs (destinations) 
is considered separately because they are clustered differently in 
time and space. Thus separate models are developed to under-
stand these two trip ends. Since census tracts are the TAZs in this 
study, all data are grouped by census tract so that the response vari-
able and explanatory variables are aggregated at the same spatial 
resolution.

The sources of data for the explanatory factors considered in this 
study include

•	 Transit LOS based on New York City subway schedules avail-
able from Google transit feed data in the format of general transit 
feed specification;
•	 Demographics data for each census tract available from the U.S. 

Census 2010, including total population, population categorized by 
age, and population categorized by race;
•	 Socioeconomic data available from the American Community 

Survey 5-year estimate of education and income;
•	 Employment data by census tract, including categorization by 

age, earnings, type, race, ethnicity, educational attainment, and sex 
available for New York City from 2010 workplace area characteristic 
data from the U.S. Bureau of the Census; and
•	 Geographic data including relevant shapefiles (i.e., rivers, roads, 

county, and census tract) and land area.

These data are explanatory variables that are included in the 
model (e.g., the response variable is produced by using the taxi data 
and census tract geographic information). The population density 
and employment density in 2010 are calculated for all 2,167 census 
tracts in New York City. Figure 1 shows that the population density 
and employment density are concentrated in Manhattan. When the 
taxi demand information in Figure 2, is compared, pickup demand 
clearly appears concentrated in Manhattan, northern Brooklyn,  
and the west and north sides of Queens, whereas the drop-off demand 
is more spread over four of the boroughs: Manhattan, Brooklyn, 
Queens, and the Bronx.

Some census tracts consisting of cemeteries, parks, or islands 
do not have employment associated with them, so the workplace 
area characteristic data cover 2,143 census tracts. Census tracts 
with variables that are lacking certain required information are 
excluded from the linear model analysis. Ultimately, 116 out of 
2,167 census tracts (5%) were omitted from the analysis because 
there was insufficient population or employment in those few 
regions to create a useful data point.

MethoDoLogy

There are two important methodological contributions of this study. 
The first is the development of a novel transit accessibility mea-
sure based on the time to access and wait for transit. This procedure 
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FIGURE 1  2010 New York City demographic densities (per square mile): (a) population and (b) jobs.

(a)

(b)
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requires processing raw transit schedule information to determine 
how much time it takes a person at a specific location and time of day 
to access the public transit system. The second is the development 
of a hybrid cross-classification or regression model for estimating 
taxi trip generation. The taxi data are cross classified by pickup and 
drop-off and aggregated by hour of the day. In each classification, a 
multiple linear regression model is estimated to identify the factors 
that influence taxi demand.

Transit Access Time

Transit LOS and accessibility must be quantified to be used as an 
explanatory variable to model taxi. A new measure is developed 
that combines the estimated walking time a person must spend to 
access the nearest station (transit accessibility) and the estimated 
time that person will wait for transit service (transit LOS). This mea-
sure is the transit access time (TAT), and it represents the minimum 

(a) (b)

FIGURE 2  Transit access time (top) and pickup (middle) and drop-off (bottom) taxi demand per capita at (a) 5 p.m. and (b) midnight.
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expected time for a person at a specific location and time of day to 
walk to, wait for, and board a transit vehicle. For a walking speed of 
3.1 mph (5.0 km/h), the TAT in minutes is as follows (15):

D

v fw

= +TAT
60 60

(1)

where

 f = frequency of subway dispatches per hour at nearest station,
 D = distance to nearest station (mi), and
 vw = walking speed (mph).

The minimum TAT is calculated at each location by the follow-
ing steps. First, the transit schedule in general transit feed specifi-
cation provides the number of transit departures (i.e., frequency) 
in each hour at each station. The waiting time depends on the fre-
quency based on the second term of Equation 1, and it is calculated 
separately for each hour of the day to account for variations in 
the schedule. Then, a fine grid is imposed on the study area with 
cells measuring 250 m (820 ft) square, which is small enough that 
the walking time to cross each cell is less than 1 min. Each cell 
is characterized by the location of its centroid, and a TAT will be 
calculated for each cell. A modified k nearest neighbor algorithm is 
implemented by calculating the minimum TAT from the k nearest 
transit stations by screening distance and waiting time to all transit 
stations from the centroid.

People are assumed to be well-informed about transit schedules 
and to choose the nearby station that minimizes the sum of their 
walking and waiting time. Thus, the TAT is a metric of transit acces-
sibility that is independent of specific origin–destination demand 
patterns. For simplicity, the method looks only at the closest access 
from each location (cell centroid) to the nearest subway departure, 
in space and time, anywhere in the system. The minimum TAT is 
calculated for each cell in New York City at each hour of the day, 
and that result is used to quantify transit accessibility in the city 
with spatial resolution of 250 m (820 ft) and temporal resolution 
of an hour.

Once the minimum TAT for each census tract is determined, it is 
not difficult to calculate the TAT by averaging the values across the 
cells included in the census tract. This method provides a better TAT 
measure than simply calculating from census tract centroids because 
a large census tract may have a centroid near a transit station but lots 
of land that has relatively low accessibility. The TAT is calculated for 
different times of day for each census tract by using only the subway 
data in this study because the complete general transit feed specifica-
tion bus schedule data are incomplete (e.g., bus data for Queens are 
not available).

visualizing tat and taxi Demand

Figure 2 shows the TAT for subways at midnight and 5:00 p.m. 
(afternoon) along with taxi pickups and drop-offs per capita in the 
same hours. The map of TAT shows that there is greater transit 
accessibility in Manhattan and along the subway routes than in other 
parts of the city, which is expected according to the spatial coverage 
of the subway network. The transit accessibility is also generally 
greater at 5 p.m. than at midnight, because services operate more 
frequently during the peak hours than late at night. Figure 2 suggests 
that the pickups and drop-offs per capita are higher where the TAT is 

lower (i.e., transit is more accessible), which is a negative correlation 
between TAT and taxi use.

It is necessary to separate trips by hour of the day because the dis-
tribution of activities in New York City changes with time. There are 
also differences between the rates of taxi pickups per capita at 5 p.m. 
and at midnight. For example, there are more taxi pickups at Jamaica 
at 5 p.m. than at midnight, which could result from people getting off 
the subway at Jamaica and then taking a taxi to complete a trip home 
from work. In some areas of lower Manhattan there are more pickups 
at 12 a.m. than at 5 p.m., which indicates concentrations of nightlife.

The drop-offs per capita show big differences between 5 p.m. and 
midnight as well. For example, there are more drop-offs per capita at 
some popular locations such as Penn Station, Grand Central Station, 
and Flushing at 5 p.m. than at midnight, which is consistent with the 
fact that these are busy transit hubs used by commuters. Although the 
total amount of travel activity in the city is lower at midnight than at 
5 p.m., many areas of the outer boroughs actually see a greater rate of 
drop-offs in the late night hours. This finding suggests that people use 
taxis more often to travel to outlying neighborhoods when it is dark 
and transit services are less frequent. There appears to be a consistent 
trend at all times of day that pickups are more concentrated around 
transit hubs and central areas whereas drop-offs are more dispersed 
around the city. Clearly, trip-making behavior by taxis is asymmetric.

The mapping of TAT and taxi demand provides a visualization 
of their relationship and helps provide intuition about why such a 
relationship exists. With the hourly data for TAT, taxi pickups, taxi 
drop-offs, and all other demographic and socioeconomic informa-
tion, visual inspection of the maps is interesting but insufficient for 
determining the quantitative relationship between the explanatory 
variables and the taxi demand. A multiple linear regression model is 
introduced in the next section to achieve that objective.

taxi Demand Model

Linear models have been broadly applied to trip generation (3, 8). The 
idea behind multiple linear regression modeling is to explore the rela-
tionship between the dependent variable and independent variables 
with the assumption that this relationship is linear as follows:

Y Xi i

i

n

(2)0

1
∑= β + β + ε

=

where

 Y = number of taxi trips generated in a TAZ (response variable),
 Xi = n independent variables,
	 β0 = intercept,
	 βi = coefficient corresponding to Xi, and
	 ε =  error representing the difference between modeled and 

observed number of taxi trips.

The response variable in the model is the number of pickups or 
drop-offs generated in each census tract by hour of the day from 
the 10-month taxi GPS data in New York City. The explanatory 
variables considered in the initial model are listed in Table 1. With 
least squares estimation (i.e., maximum likelihood estimate) coef-
ficients are estimated for each explanatory variable by minimizing 
the mean squared error between the modeled Y and observed Y. The 
goal is to select a set of explanatory variables that results in low model 
error and in which each explanatory variable has a statistically signifi-
cant coefficient. There are many methodological and statistical criteria 
for selecting important variables. For example, stepwise selection and 
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best subset regression are two methods for comparing model specifica-
tions to identify the best set of explanatory variables to include in the 
final model. Several procedures used to select important variables in 
this study are described below.

Check Correlation Coefficients

An analysis of the correlation coefficients of the response variable and 
all explanatory variables shows how closely each pair of variables 
varies with each other. A correlation coefficient that is greater than 
0.5 or less than −0.5 is considered strong in this analysis. The strong 
correlation between an explanatory variable and the response variable 
could indicate that the explanatory variable is important. Strong 
correlation among explanatory variables leads to multicollinear-
ity in the model because it is not possible to identify which factor 
has the more significant statistical relationship with the response 
variable. The variance inflation factor (VIF) quantifies the sever-
ity of multicollinearity in an ordinary least squares regression by 
measuring how much the variance of an estimated regression coef-
ficient increases as a result of multicollinearity (16, 17 ). Each indi-
cator has a variance inflation factor value to indicate the degree of 
multicollinearity, and a large value indicates that a variable needs 
to be either removed or replaced. A common rule of thumb is that 
if the variance inflation factor of each factor is larger than 5, then 
multicollinearity is high (16, 17).

Stepwise Selection

Stepwise selection (or forward and backward selection) is a method 
of variable selection by adding or eliminating one variable at a 
time. The best model is chosen by seeking the model with the lowest 

Akaike information criterion (AIC) value and a smaller residual sum 
of squares. AIC is a measure of the complexity of the model, and it 
is a function of maximum likelihood and the number of parameters 
included in the model. A smaller AIC value indicates a better good-
ness of fit (18, 19). The AIC value is especially useful when models 
with a large number of explanatory variables are compared. The 
stepwise method involves ranking the importance of each factor by 
listing the AIC values that would result from removing it. Then, the 
least relevant factors can be eliminated one by one until a suitable 
model is specified.

Best Subsets Regression

Best subsets regression (also called complete subset regression) 
is a method to select the best subset of predictors from among all 
possible combinations of predictors (2k combinations if there are k 
predictors in the initial model) (20–22). There are several metrics 
for comparing model performance:

•	 R-squared (R2) is the coefficient of determination that quanti-
fies the variance in the model error, and it is also an indicator of how 
well the model fits the data points.
•	 Adjusted R-squared (AdjR2) is similar to R2 but incorporates a 

penalty for the number of extra explanatory variables added to the 
model; a higher AdjR2 is better.

•	 The Bayesian information criterion, which is similar to AIC, is 
a function of the maximized value of the likelihood function and the 
number of variables included in the model. The difference compared 
with AIC is that the penalty term for the number of variables included 
in the model is larger in the Bayesian information criterion than in 
AIC (18, 19). For both metrics, lower values are an indication of a 
better model.

TABLE 1  Explanatory Variables in Each Model

Factor Group Factors or Factor Category
Number of 
Variables Initial Model

Model with 
Major Factors

Manhattan 
Model

TAT TAT at specific houra  1 √ √ √
Population Total population (Pop)a  1 √ √ √

Population by race  8 √ — —
Population by age 14 √ — —

Age Medium age (MedAge)a  1 √ √ √
Education Percentage education higher than high school  1 √ — —

Percentage education higher than bachelor (EduBac)a  1 √ √ √
Income Median household incomea  1 √ — —

Mean household income  1 √ — —
Median family income  1 √ — —
Mean family incomea  1 √ — —
Per capita income (CapInc)a  1 √ √ √

Employment Total jobs (TotJob)a  1 √ √ —
Jobs by age  3 √ — —
Jobs by earnings  3 √ — —
Jobs by typesa 20 √ — √
Jobs by race  6 √ — —
Jobs by ethnicity  2 √ — —
Jobs by education attainment  4 √ — —
Jobs by sexa  2 √ — —

Total number of variables 70 70 6 25

Note: √	=	factor included; — = factor omitted.
aInfluential factors or factor category identified from stepwise selection (p-value < .05 or statistically significant at 95% level).
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•	 Mallows’s Cp assesses overfitting of the model, and a desirable 
model has a Cp close to the number of explanatory variables, p (23).

The best subset method works well to refine the selection of explan-
atory variables from the important factors that are already identified. 
It is very useful for modeling the same major pickups and drop-offs 
at different times of day on the basis of the same set of explanatory 
variables because trips at different times of day could be associated 
with different explanatory factors.

An R2 greater than .8 in most trip generation studies is difficult to 
achieve because there are many things affecting the response vari-
able, and the simplest possible model is sought to gain insights for 
transportation planning. There have been some studies by transporta-
tion planners on regional growth (24) and trip generation (25) using 
linear regression and achieving very low R2 or adjusted AdjR2 (much 
less than .5 and sometimes less than .1); however the value of these 
models is not in the final estimate of the response variable but in 
identifying statistically significant explanatory variables that help 
one understand what drives demand. The goal of this study is to 
identify the relationships between taxi demand and important socio - 
economic and land use factors at different times of day and at different 
locations. Therefore the models are developed on the basis not only 
of R2 but also of other criteria used to select an appropriate model. To 
use the fewest number of variables for the model, the most statisti-
cally significant explanatory variables are identified by the t-statistic 
or p-value (p-value < .05 is significant at the 95% confidence level).

resuLts anD Discussion

The methodology presented in the previous section was used to iden-
tify several influential factors from the initial full model by using 
stepwise selection based on AIC values and residual sum of squares: 
TAT, total population, median age, three types of income, total jobs, 
jobs by type, and jobs by sex, which are listed in Table 1.

The correlation coefficient is checked to remove factors that 
are too closely related to each other in selecting major factors for 
the second model. Since median household income, mean family 
income, and per capita income are highly correlated with each other, 
only one should be included in each model to avoid multicollinear-
ity. Because of the better performance of the model with per capita 
income and the higher correlation coefficient with the response vari-
ables, per capita income has been selected. Similarly, jobs by type 
or jobs by sex are closely related to total jobs. In this case, total jobs, 
which is an indication of total economic activity in an area, is chosen 
for the second model with major factors listed in Table 1. To prevent 
multicollinearity, only one factor or category from among two or 
more correlated factors is included.

Models with and without the intercept are estimated for pickups 
and drop-offs for each hour of the day in New York City. In most of 
the models the intercept is not significant, and it is intuitive that if a 
census tract has no population and no jobs, then there are likely to be 
no trips as well. The coefficients of the other explanatory variables 
are very similar whether or not the intercept is included in the model. 
Therefore, the intercept is removed from the models formulated in 
this study. The results, including the six major variables for each time 
of the day, are presented in Table 2. All coefficients are significant 
(p-value < .05) unless labeled otherwise for Tables 2, 3, and 4.

The interpretation of the trip generation results for both pickups and 
drop-offs is useful for transportation planning and regulation of taxi 
services. The magnitude and sign of the coefficient for each explana-

tory variable indicate how much taxi demand will increase (for positive 
coefficients) or decrease (for negative coefficients) as the explanatory 
variables increase by one unit. For example, the coefficient of TotJob 
is 0.32 for pickups at 12 a.m. in New York City (Table 2), an indication 
that an increase of one job in a census tract is associated with an aver-
age increase of 0.32 taxi trips in the 12 a.m. hour during a 10-month 
period. Similarly, there is an average decrease of 36 taxi trips at the 
same hour during a 10-month period as TAT increases by 1 min; 
this relationship provides insight into how dramatically taxi demand 
changes with the availability and accessibility of transit service.

The errors of the trip generation model (i.e., difference between 
observed and modeled taxi demand) provide information on when 
and where taxi demand is underestimated or overestimated. This 
information gives some idea of where and when more taxi use would 
be expected than actually occurs, based on citywide trends, so the 
information can be useful for planning taxi stand locations or pro-
viding incentives for cab drivers to operate during certain times of 
the day and in certain parts of the city. At locations where the model 
estimates higher taxi use than is actually realized, it is possible that 
there is a latent demand that goes underserved because there are sim-
ply not enough taxis circulating at the specific location and time to 
carry as many passengers as would like to use taxis.

Results show that population, education, income, and total jobs 
positively influence both taxi pickups and drop-offs in New York 
City. This finding is expected because high total population and high 
total number of jobs are indicators of places with high human activ-
ity and where people are more likely to be traveling by any mode, 
including taxi. However, median age and TAT negatively affect trip 
making by taxis. That finding shows that younger people are more 
likely to take taxis. Results also show that taxi demand is high where 
transit is more accessible (TAT is small). The available data do not 
clearly indicate whether the relationship between taxis and transit is 
competitive or complementary. Thus, it cannot be concluded whether 
the convenience of transit service in an area causes high taxi demand 
because people use taxis to complement transit or whether the large 
number of taxi trips is associated with high levels of activity that also 
happen to be where high levels of transit service are provided. The 
reality is likely that taxis and transit are sometimes operating in com-
petition and other times as complements because both modes follow 
and influence the levels of activity in neighborhoods across the city.

The distribution of coefficients at different times of day also 
sheds light on how those factors influence the number of taxi trips 
(Table 2). For example, the total number of jobs has a higher influence 
on taxi demand from 7 a.m. to 6 p.m.; this result indicates that extra 
taxi demand during this period in New York City is likely caused 
by people going to and from work or work-related activities. The 
coefficients for TAT values from 8 a.m. to 11 p.m. show increased taxi 
trips associated with good transit accessibility (short TAT) during all 
but the late and overnight hours, so many of the trips are possibly being 
made to or from transit facilities and enabling taxis to complement 
transit service. It is also possible that the places that have good transit 
service are also desirable for taxi use for other reasons. For example, it 
might be easier to hail a cab on busy streets in Manhattan under which 
the busiest subway lines also run.

Another interesting observation from the stepwise modeling is that 
some of the variables in the category of jobs by type are very influ-
ential in the linear model performance, especially for the pickups and 
drop-offs in Manhattan, as listed in Tables 3 and 4. TAT loses its influ-
ence for drop-off trips in Manhattan compared with instances in which 
total jobs was used. Factors related to job types seem to play key roles 
in generating taxi trips in Manhattan; some influential industry sectors 
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TABLE 2  Coefficients of Models for Pickups and Drop-Offs in New York City

Model-Fit Statistics Coefficients of Explanatory Variables

Hour R2 AdjR2 Cp BIC Pop MedAge EduBac CapInc TAT TotJob

Pickups
  midnight .47 .46 5.87 −1,248.26 0.48 −198.18 — 0.26 −36.38 0.32
  1 a.m. .38 .38 4.00 −943.85 0.38 −142.05 — 0.19 −30.63 0.21
  2 a.m. .30 .30 4.90 −704.99 0.31 −103.55 — 0.14 −23.54 0.13
  3 a.m. .26 .26 5.67 −577.45 0.23 −72.69 — 0.10 −17.65 0.09
  4 a.m. .32 .32 5.74 −753.91 0.17 −52.83 — 0.07 −11.97 0.07
  5 a.m. .52 .52 5.14 −1,464.34 0.16 −49.18 — 0.06 −7.56 0.06
  6 a.m. .48 .48 6.00 −1,303.97 0.35 −112.34 −25.36 0.15 −13.72 0.14
  7 a.m. .56 .56 6.00 −1,621.84 0.64 −210.90 −64.23 0.31 −23.79 0.24
  8 a.m. .61 .61 6.00 −1,872.85 0.70 −255.40 −99.03 0.41 −32.77 0.36
  9 a.m. .61 .61 6.00 −1,886.77 0.62 −249.00 −106.00 0.42 −37.68 0.43
  10 a.m. .62 .62 6.00 −1,959.95 0.57 −228.94 −103.30 0.39 −37.49 0.43
  11 a.m. .63 .63 6.00 −1,990.18 0.47 −216.05 −114.07 0.40 −39.79 0.49
  noon .63 .63 6.00 −2,002.51 0.44 −221.88 −125.07 0.43 −43.76 0.54
  1 p.m. .63 .63 6.00 −2,019.18 0.41 −216.54 −125.18 0.43 −44.67 0.53
  2 p.m. .63 .63 6.00 −2,013.17 0.40 −219.94 −132.22 0.44 −46.60 0.55
  3 p.m. .64 .64 6.00 −2,048.37 0.41 −213.26 −121.48 0.42 −43.62 0.49
  4 p.m. .64 .64 6.00 −2,059.71 0.39 −190.62 −101.24 0.36 −37.57 0.42
  5 p.m. .65 .64 6.00 −2,082.61 0.49 −237.27 −123.22 0.44 −44.38 0.50
  6 p.m. .64 .64 6.00 −2,034.77 0.57 −285.92 −155.81 0.54 −54.72 0.63
  7 p.m. .63 .63 6.00 −1,981.57 0.60 −300.80 −154.44 0.56 −56.44 0.67
  8 p.m. .62 .61 6.00 −1,915.26 0.55 −277.92 −129.10 0.50 −52.44 0.63
  9 p.m. .59 .59 6.00 −1,790.40 0.56 −266.61 −111.59 0.47 −52.15 0.60
  10 p.m. .56 .56 6.00 −1,642.60 0.56 −257.86 −92.14 0.44 −50.00 0.56
  11 p.m. .53 .53 6.00 −1,504.76 0.55 −236.71 −54.38 0.37 −44.68 0.45

Drop-offs
  midnight .60 .59 6.00 −1,809.31 0.67 −190.57 19.37a 0.22 −36.05 0.22
  1 a.m. .60 .59 6.00 −1,812.34 0.52 −136.56 25.23 0.14 −27.86 0.16
  2 a.m. .59 .59 6.00 −1,796.86 0.41 −100.30 24.64 0.10 −20.09 0.12
  3 a.m. .61 .61 6.00 −1,900.70 0.30 −68.96 18.14 0.06 −14.69 0.09
  4 a.m. .59 .59 6.00 −1,782.06 0.18 −40.04 10.99 0.04 −10.13 0.07
  5 a.m. .45 .45 6.00 −1,169.35 0.06 −22.93 −7.29 0.04 −7.71 0.11
  6 a.m. .43 .43 4.02 −1,120.11 — −49.12 −54.92 0.14 −16.61 0.39
  7 a.m. .47 .47 4.16 −1,262.46 — −95.27 −109.00 0.27 −32.15 0.71
  8 a.m. .53 .53 4.00 −1,528.36 — −132.37 −129.14 0.36 −41.17 0.83
  9 a.m. .57 .57 4.24 −1,706.02 — −140.65 −131.07 0.37 −44.19 0.76
  10 a.m. .60 .60 6.00 −1,840.99 0.17 −156.26 −114.32 0.36 −42.18 0.60
  11 a.m. .61 .61 6.00 −1,876.01 0.23 −168.98 −117.39 0.37 −43.79 0.56
  noon .62 .62 6.00 −1,952.91 0.31 −190.60 −122.02 0.40 −46.73 0.56
  1 p.m. .62 .62 6.00 −1,957.41 0.33 −192.48 −116.00 0.40 −45.16 0.55
  2 p.m. .62 .62 6.00 −1,923.38 0.39 −204.54 −116.39 0.41 −45.51 0.54
  3 p.m. .62 .62 6.00 −1,943.27 0.44 −207.17 −109.44 0.39 −43.12 0.47
  4 p.m. .62 .62 6.00 −1,958.00 0.45 −192.80 −90.60 0.35 −37.40 0.38
  5 p.m. .64 .64 6.00 −2,052.05 0.65 −251.19 −96.90 0.42 −42.86 0.42
  6 p.m. .65 .65 6.00 −2,122.94 0.86 −317.45 −106.75 0.50 −51.41 0.44
  7 p.m. .63 .63 6.00 −2,019.56 0.95 −338.33 −92.14 0.51 −52.89 0.43
  8 p.m. .64 .64 6.00 −2,047.76 0.98 −327.00 −56.46 0.45 −49.35 0.34
  9 p.m. .66 .66 6.00 −2,163.16 0.97 −312.84 −42.50 0.42 −48.29 0.33
  10 p.m. .66 .66 6.00 −2,182.20 0.95 −297.63 −26.59a 0.38 −45.89 0.33
  11 p.m. .63 .63 4.00 −2,026.33 0.84 −254.24 — 0.31 −42.39 0.29

Note: BIC = Bayesian information criterion; — = factor omitted from the model.
aIndicates nonsignificance of the coefficient, p-value > .05.

include jobs in retail, accommodation and food service, and health 
care (see Tables 3 and 4).

From 11 p.m. to 8 a.m., it appears that the drop-off taxi demand 
is not significantly related to income whereas from 9 a.m. to 10 p.m. 
it is. The indication is that people are taking taxis in the evening no 
matter how much money they earn; however, in the daytime wealthy 
people are more likely to take taxis, perhaps because more competi-
tive affordable travel modes are available during the day. Similar situ-
ations are also observed for taxi pickup demand except that the time 
period is slightly earlier.

People tend to take taxis to places with retail activities from  
8 a.m. to 4 p.m. (Table 3) and taxi trips away from these places from 
noon to 11 p.m. These retail-related activities could be working to 
sell goods, shopping to purchase goods, or meeting with other peo-
ple. Unfortunately, without data about individual trip purposes, it is 
not possible to say what exactly each traveler did in the census tract, 
but the high correlation with retail activities shows the importance 
of retail land use and employment in determining taxi demand.

Accommodation and food service jobs, which are an indication of 
hotel and restaurant activity, are located all over Manhattan. These 



TABLE 3  Coefficients of Models for Drop-Off Trips in Manhattan

Drop-Off 
Hour

Model-Fit Statistics Coefficients of Explanatory Variables

R2 AdjR2 Cp BIC Pop MedAge EduBac CapInc JobCon JobRet JobTrW JobFin JobRea JobPro JobHea JobEnt JobFod

midnight .81 .81 24.64 −384.88 1.19 −273.30 221.63 — 10.95 — — −0.86 — — — — 10.66

1 a.m. .81 .81 27.16 −380.93 0.98 −212.91 160.73 — 8.49 — — −0.56 — — — —  7.07

2 a.m. .81 .80 30.52 −376.12 0.79 −160.57 122.33 — 8.41 — — — −4.91 — — —  5.56

3 a.m. .83 .82 31.02 −401.68 0.58 −112.09 82.79 — 6.32 — — — −2.97 — — —  3.59

4 a.m. .81 .80 36.56 −379.22 0.33 −55.91 42.52 — — — 3.39 — — — 0.29 —  1.98

5 a.m. .73 .72 5.36 −293.50 0.11 — — — — 0.89 — — — 0.79 0.42 0.70  1.49

6 a.m. .78 .77 2.85 −348.22 — — — — — — — 1.25 4.27 0.81 1.16 —  6.74

7 a.m. .85 .84 8.74 −437.84 — — — — — — — 1.80 15.24 1.96 1.69 — 10.28

8 a.m. .89 .89 24.82 −529.64 — — — — — 5.35 — — 16.13 4.66 1.50 — 11.27

9 a.m. .92 .92 35.50 −599.30 — — — 0.07 — 8.27 — — — 5.84 1.14 — 10.49

10 a.m. .92 .91 48.88 −587.50 — — — 0.10 — 9.15 — — — 4.00 1.23 —  8.19

11 a.m. .91 .91 54.87 −579.39 — — — 0.11 — 9.95 — — — 3.08 1.14 —  9.06

noon .92 .92 58.89 −604.07 — — — 0.14 — 9.50 — — — 2.88 — 3.22  9.24

1 p.m. .91 .91 51.34 −583.66 — — — 0.13 — 8.14 — — — 2.48 1.21 — 11.17

2 p.m. .89 .89 55.47 −523.75 — — — 0.15 — 8.50 — — — 2.69 1.35 —  9.97

3 p.m. .87 .87 62.04 −485.79 — — — 0.17 — 7.77 — — — 2.70 — 3.79  6.42

4 p.m. .86 .86 62.77 −467.86 — — — 0.16 — 5.59 — — — 2.12 — 3.46  5.94

5 p.m. .87 .87 68.76 −480.04 — — — 0.23 — — — −1.18 — 2.93 — 4.23 10.35

6 p.m. .88 .88 49.48 −510.84 1.47 −369.24 — 0.33 — — — — — — 1.56 — 17.11

7 p.m. .88 .88 34.37 −498.22 1.66 −367.88 — 0.33 — — — −1.20 — — — — 21.48

8 p.m. .85 .85 37.19 −443.27 1.71 −476.52 252.02 0.17 — — — — — — — — 15.09

9 p.m. .86 .86 33.25 −467.69 1.78 −477.56 250.63 0.15 — — — — — — — — 14.02

10 p.m. .87 .87 33.91 −476.50 1.75 −457.24 258.87 0.12 — — — — — — — — 13.62

11 p.m. .85 .85 30.83 −442.12 1.51 −377.97 314.88 — — — 9.76 — — — — — 12.38

Note: JobCon = number of jobs in construction; JobRet = number of jobs in retail trade; JobTrW = number of jobs in transportation and warehousing; JobFin = number of jobs in finance and insurance; JobRea = number 
of jobs in real estate and rental and enterprises; JobPro = number of jobs in professional, scientific, and enterprises; JobHea = number of jobs in health care and social assistance; JobEnt = number of jobs in arts, 
entertainment, and recreation; JobFod = number of jobs in accommodation and food services; — = factor omitted from the model.



TABLE 4  Coefficients of Models for Pickup Trips in Manhattan

Pickup 
Hour

Model-Fit Statistics Coefficients of Explanatory Variables

R2 AdjR2 Cp BIC Pop MedAge EduBac CapInc TAT JobCon JobRet JobTrW JobFin JobRea JobPro JobHea JobEnt JobFod

midnight .78 .77 11.68 −339.20 — — 230.85 — −431.29 15.88 — — −1.01 −13.25 — — — 20.26

1 a.m. .69 .68 11.71 −255.41 — — 177.18 — −285.36 13.91 — — −1.01 −14.24 — — — 16.47

2 a.m. .61 .60 9.49 −202.36 — — 97.03 — — 13.48 — — −1.11 −14.34 — — −2.49 15.23

3 a.m. .57 .56 7.09 −176.59 — — 70.29 — — 10.51 — — −0.88 −11.85 — — −2.42 11.85

4 a.m. .66 .65 17.14 −231.99 — — 48.85 — — 7.25 — — −0.56 −7.30 — — −1.30 7.81

5 a.m. .76 .75 25.55 −321.28 0.29 — 50.97 — −229.78 — — 3.41 — — — 0.31 — 2.26

6 a.m. .65 .65 13.51 −231.69 0.82 −177.08 — 0.13 — — — — — — 1.53 0.80 2.41 —

7 a.m. .74 .73 15.21 −302.89 1.50 −348.46 — 0.25 — — — — — — 2.76 1.27 3.87 —

8 a.m. .81 .80 29.08 −378.73 1.52 −395.80 — 0.32 — — — — — — 4.26 1.46 4.80 —

9 a.m. .83 .82 43.97 −404.27 1.26 −360.67 — 0.29 — — — — — — 3.07 1.66 — 8.30

10 a.m. .86 .86 57.19 −454.41 1.01 −308.34 — 0.24 — — — — — 15.05 — 1.63 — 8.87

11 a.m. .89 .88 61.13 −508.46 — — — 0.17 — — — — — 11.95 2.04 1.16 3.95 6.55

noon .90 .90 67.32 −538.85 — — — 0.17 — — 7.23 — — — 3.46 1.02 3.54 7.39

1 p.m. .91 .91 66.95 −564.52 — −141.02 — 0.23 — — 9.17 — — — 2.61 1.26 — 9.15

2 p.m. .91 .91 63.60 −580.34 — — — 0.16 — — 8.98 — — — 3.00 0.96 3.68 8.35

3 p.m. .91 .91 64.45 −567.34 — −154.67 — 0.22 — — 8.03 — — 10.51 — 1.37 — 9.42

4 p.m. .91 .90 64.95 −554.60 — −93.66 — 0.20 — — 6.89 — — — 1.87 — 3.21 6.96

5 p.m. .91 .90 63.58 −555.30 0.98 −288.01 — 0.24 — — 8.46 — — — 2.31 — — 10.73

6 p.m. .92 .91 58.17 −583.47 — — — 0.22 — — 6.59 — −1.11 — 4.10 — 4.94 13.84

7 p.m. .92 .91 55.86 −584.17 — — — 0.22 — — 5.94 — −1.24 — 4.04 — 5.30 16.35

8 p.m. .91 .90 54.69 −557.68 — −250.61 335.81 — — — 7.85 — −1.19 — 3.32 — — 18.86

9 p.m. .90 .89 35.05 −528.50 0.93 −382.70 310.79 — — — 7.11 — — — 1.72 — — 19.76

10 p.m. .88 .88 21.45 −495.67 0.84 −363.06 289.95 — — — 5.46 — — — — 0.84 — 22.69

11 p.m. .84 .84 19.30 −428.32 0.77 −332.23 285.40 — — — 4.16 — −0.93 — — — — 21.11

Note: — = factor omitted from the model.
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establishments are influential almost all day from pickup and drop-
off trip generation coefficients, but the influence is relatively higher 
at breakfast time (7–9 a.m.), lunchtime (1 p.m.), and dinnertime 
(5–11:00 p.m.). These results provide a thorough understanding 
of the relationship between taxi demand and people’s activities in 
Manhattan. If combined with other information, such as population, 
income, and TAT, the models provide predictions of taxi demand 
across time and space.

concLusion

This study uses a large database of taxi trips with origins and desti-
nations in New York City tracked by GPS and vast information on 
demographics and socioeconomics to build trip generation models at 
different times of day. A novel method was developed to calculate the 
minimum TAT with transit LOS and the k nearest neighbor algorithm, 
and a procedure was implemented to select important explanatory 
variables by using multiple linear regressions.

The TAT is mapped throughout 2,167 census tracts in New York 
City to compare with taxi demand, which clearly indicates the relation-
ships between subway accessibility and taxi use. Taxi trips are more 
numerous in places where transit is more accessible. That relationship 
is confirmed in the multiple linear regression results. However, it is 
not possible to conclude with these methods whether the relationship 
between taxis and transit is competitive or complementary. Six major 
factors—population, education, age, income, TAT, and total jobs—are 
shown to be influential in taxi trip generation modeling in New York 
City. Income and total jobs are the most influential factors because 
they are related to where people live and work.

The time-of-day modeling of taxi trips in Manhattan is used to 
identify several important factors from the job type category includ-
ing the number of jobs at accommodation and food services and the 
number of jobs in retail. This information provides insights about 
where and when people start their activities and where and when 
they go home. The method presented in this paper creates a new way 
of interpreting trip generation modeling results. This approach to 
looking at trip making by time of day and by pickups or drop-offs is 
helpful in understanding how the relationships between taxi demand 
and those influential factors vary temporally and spatially.
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